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Abstract. We consider the recently proposed evaluation of screening mammograms by local
statistical models. The model is defined as a joint probability density of inside grey levels of a
suitably chosen search window. We approximate the model density by a mixture of Gaussian
densities. Having estimated the mixture parameters we calculate at all window positions the
corresponding log-likelihood values which can be displayed as grey levels at the respective win-
dow centers. The resulting log-likelihood image closely correlates with the original mammogram
and emphasizes the structural details. In this paper we try to enhance the log-likelihood images
by using structural mixture model capable of suppressing the influence of noisy variables.
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1 Introduction

At present the mammographic screening is a widely accepted strategy to detect early
stages of breast cancer and to reduce the related mortality rates by appropriate treat-
ment. In many countries there are numerous screening programs producing millions of
mammograms to be evaluated by specially trained radiologists. Reading of mammograms
is a demanding task since the early stages of pathological findings are often small, can
be embedded in a complex background and show great diversity in shape, size, and loca-
tion. Naturally, there is a strong motivation to help radiologists by using computer-aided
decision-supporting systems but, despite of long history of research in this area, there is
no satisfactory solution of the early breast cancer detection problem yet.

Recently we have proposed preprocessing of screening mammograms by using local
statistical texture model [10], [11]. The idea to analyze local textural properties of mam-
mograms comes from texture modeling [4], [5], [6]. We have found that the local properties
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of homogeneous textures can be described with high accuracy by statistical dependencies
between pixels of a suitably chosen small search window. In particular, at each position
the window defines inside grey levels which can be written as a vector - in a fixed order.
The statistical properties of grey-level variables can be expressed in full generality by the
corresponding joint probability density. The underlying density can be expected to be
highly multimodal and therefore we assume the model as a mixture of Gaussian densi-
ties. The mixture parameters can be estimated by EM algorithm from data obtained by
scanning the mammogram with the search window.

The original motivation of the local statistical model has been to synthesize artificial
textures by stepwise prediction. The quality of artificial textures is easily verified visually
and therefore we have a unique possibility to ”see” the quality of the statistical model.
Thus, having generated an artificial texture in a reasonable quality, we can conclude
that the local statistical model describes the underlying complex textural properties with
sufficient accuracy. Obviously, we can use the statistical model to evaluate the local
properties of the original texture image. For each position of the window we can compute
the log-likelihood value which can be interpreted as a measure of typicality or novelty
of the related window inside. After a series of experiments on textures (cf. [9]) we have
applied this approach to screening mammograms with the aim to emphasize diagnostically
important details as “unusual” locations of high “novelty” [10], [11], [12].

The log-likelihood image is a purely statistical construct without any specific relation
to screening mammography. It is computed for each mammogram individually without
any previous training. The log-likelihood image exactly correlates with the structural
details of the source mammogram and has the same resolution. The unusual locations
are emphasized by dark grey levels and suspicious areas are partly circumscribed by
contour lines. We assume that, in parallel to the original screening mammogram, the
log-likelihood image may be useful as an additional information to the radiologists.

In this paper we try to enhance log-likelihood images by using structural mixture
model the components of which can be defined on different subspaces. By excluding the
less informative noisy variables in the components we can obtain more clearly defined
contour lines of suspect findings. Simultaneously, without increasing the computational
complexity, we could enlarge the window to capture greater details of the mammogram.
Formally, the method is applicable to monitoring systems, e.g. to identify unusual or
unsafe situations in a state space.

In the following we first recall the concept of local statistical model (Sec. 2) and
describe its structural modification (Sec. 3). The estimation of the structural mixture
model is described in Sec. 4 and in Sec. 5 we discuss the computational experiments.
Sec. 6 concludes the paper.

2 Local Statistical Model

In order to define the local statistical model we assume a suitably chosen search win-
dow. Let x ∈ RN be the real vector of grey levels xn of the window inside - in a fixed
arrangement

x = (x1, x2, . . . , xN) ∈ RN .
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It is well known that the statistical dependencies of grey levels xn can be described in
full generality by the corresponding joint probability density P (x). As the underlying
probability density can be supposed to be highly multimodal we have proposed the local
statistical model in the form of a Gaussian mixture (cf. [5], [6], [9], [10])

P (x) =
∑

m∈M
wmF (x|µm,σm), x ∈ RN , (1)

where the components are defined as products of univariate Gaussian densities:

F (x|µm,σm) =
∏

n∈N
fn(xn|µmn, σmn), x ∈ RN , (2)

fn(xn|µmn, σmn) =
1√

2πσmn

exp{−(xn − µmn)2

2σ2
mn

}. (3)

We denote M = {1, . . . ,M}, and N = {1, . . . , N} the index sets of components and
variables respectively. Recall that the total number of parameters of the mixture (1) is
(2MN + M − 1). The underlying diagonal covariance matrix is advantageous from the
computational point of view but, moreover, it is indispensable to obtain a well inter-
pretable “continuous” log-likelihood image (cf. Sec. 4).

In order to estimate the Gaussian mixture by EM algorithm we use the data set S
obtained by pixelwise scanning the original mammogram with the search window

S = {x(1),x(2), . . . }, x(i) ∈ R. (4)

The corresponding log-likelihood function

L =
1

|S|
∑

x∈S
log

[
∑

m∈M
wmF (x|µm,σm)

]
(5)

can be maximized by the following EM iteration equations (cf. [6], [9])

q(m|x) =
wmF (x|µm,σm)∑
j∈M wjF (x|µj,σj)

, m ∈ M,x ∈ S, n ∈ N , (6)

w
′

m =
1

|S|
∑

x∈S
q(m|x), µ

′

mn =
1

w′

m|S|
∑

x∈S
xnq(m|x), (7)

(σ
′

mn)2 =
1

w′

m|S|
∑

x∈S
(xn − µ

′

mn)2q(m|x), (8)

where the apostrophe denotes the new parameter values in each iteration.
Estimation of Gaussian mixtures in multidimensional spaces is a specific computa-

tional problem. For dimensions of order N ≈ 102 the component values (2) may become
too small to be correctly represented in memory and the EM algorithm may become
instable. The problem can be removed if we compute the components in logarithmic
form. By adding a suitably chosen constant we actually multiply the components by a
coefficient which can be reduced in the fraction (6). Thus only small component values
will be neglected against the current maximum (cf. [2], [9] for details).
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3 Structural Mixture of Gaussian Components

In this paper we modify the original method [10] by using structural mixture model the
components of which can be defined on different subspaces. The modified EM algorithm
optimizes both the structural and mixture parameters simultaneously. The resulting
components include only the most informative variables while the less informative “noisy”
variables are replaced by a common “background”. In this sense the “denoised” log-
likelihood image should contain more clearly defined details.

The structural mixture model makes use of an idea originally designed for neural
networks [7] and statistical recognition of binary images [8]. It can be viewed as an
alternative to feature selection since, by means of a special “background” substitution
technique, the computation of conditional distributions may be reduced to subsets of the
most informative variables. In particular, we make substitution

F (x|µm,σm) = F (x|µ0,σ0)G(x|µm,σm,φm), m ∈ M (9)

in (2) and introduce the structural mixture model

P (x) =
∑

m∈M
wmF (x|µ0,σ0)G(x|µm,σm,φm). (10)

The component functions G(x|µm,σm,φm) include additional binary structural param-
eters φmn ∈ {0, 1}:

G(x|µm,σm,φm) =
∏

n∈N

[
fn(xn|µmn, σmn)

fn(xn|µ0n, σ0n)

]φmn

(11)

and F (x|0) is a nonzero “background” probability density usually defined as a product
of unconditional univariate normal densities with the global parameters:

F (x|0) =
∏

n∈N
fn(xn|µ0n, σ0n), (12)

µ0n =
1

|S|
∑

x∈S
xn, (σ0n)2 = −(µ0n)2 +

1

|S|
∑

x∈S
x2

n. (13)

Setting the structural parameter φmn = 0, we can substitute any component-specific uni-
variate distribution fn(xn|µmn, σmn) by the respective univariate background distribution
fn(xn|µ0n, σ0n), i.e. we can write equivalently

F (x|m) =
∏

n∈N
fn(xn|µmn, σmn)φmnfn(xn|µ0n, σ0n)1−φmn . (14)

In this way the component functions G(x|µm,σm,φm) may be defined on different sub-
spaces and the complexity and “structure” of the finite mixture (10) can be controlled
by means of the binary parameters φmn. The number of involved parameters is reduced
by 2 whenever φmn = 0 and therefore we have the possibility to increase the dimension
of the vector x without increasing the number of the estimated mixture parameters.



Evaluation of Screening Mammograms 55

4 Estimation of Structural Models

Recall that the unknown mixture parameters wm, µmn, σmn and also the structural pa-
rameters φmn can be optimized simultaneously by means of EM algorithm. Given the
data set S we can maximize the log-likelihood function

L =
1

|S|
∑

x∈S
log [

∑

m∈M
wmF (x|µ0,σ0)G(x|µm,σm,φm)]

by means of the following EM iteration Eqs.:

q(m|x) =
wmG(x|µm,σm,φm)∑
j∈M wjG(x|µj,σj,φj)

, m ∈ M,x ∈ S, n ∈ N (15)

w
′

m =
1

|S|
∑

x∈S
q(m|x), µ

′

mn =
1∑

x∈S q(m|x)

∑

x∈S
xnq(m|x) (16)

(σ
′

mn)2 = −(µ
′

mn)2 +
1∑

x∈S q(m|x)

∑

x∈S
x2

nq(m|x), (17)

γ
′

mn = w
′

m[
(µ

′

mn − µ0n)2

σ2
0n

+ (
σ

′

mn

σ2
0n

)2 − log(
σ

′

mn

σ0n

)2 − 1]. (18)

Here the apostrophe denotes the new parameter values in each iteration.
Generally, for a fixed number of nonzero structural parameters φmn

∑

m∈M

∑

n∈N
φmn = r, (19)

the optimal subset of nonzero parameters φ
′

mn is defined by the r highest values γ
′

mn >
0. In this paper we have specified the fixed number of nonzero parameters φmn for
each component separately in order to suppress the undesirably strong influence of the
component weights w

′

m in Eq. (18).
It is easily verified that the above modified iteration scheme guarantees the monotonic

property of the sequence {L(t)}∞0 along with all the most important properties of EM
algorithm (cf. [3]).

Let us recall that the product mixture model (1) provides log-likelihood images char-
acterized by connected dark regions, which are partly emphasized by continuous contour
lines. This property is closely related to the product components and can be explained by
highly specific “topological” continuity of product mixtures. Note that a one-pixel shift
of the search window generally yields a completely different data vector (despite the great
overlap), because the shared gray-levels are assigned to different variables. Consequently,
the likelihood values of neighboring window positions may generally differ, even by many
orders. However, in case of product components, the differences of log-likelihood values
are partly suppressed because the means µmn are almost uniform for any given component
(cf. Fig.1). Thus the shift of the search window by one pixel actually changes only the
order of product terms which are nearly the same, and therefore the product components
do not differ very much in neighboring window positions.
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Figure 1: Examples of the component means µmn for the mammogram C-0143-1 (in
the window arrangement). As it can be seen, in each component the means are nearly
uniform.

5 Numerical Experiments

The local statistical model is estimated from a single mammogram, i.e. the mammograms
are evaluated individually without any necessity of training by other images. For this
reason the method is not confronted with the high natural variability of mammograms
and with the extreme diversity of malignant findings. We apply mirror transform to
right-hand-part of images to utilize the underlying symmetry and to get a more reliable
background for the novelty concept.

Essentially there are two types of suspect findings - microcalcifications and masses.
Isolated microcalcifications appear as small light points which can be usually identified
by some kind of thresholding. The log-likelihood image identifies even one-pixel microcal-
cifications as dark spots having the shape of the chosen window and centered at the light
pixels. The dark spots are caused by decreased likelihood values log P (x) at all positions
of the window containing the “disturbing” light pixel. The shape and darkness of the
spots continuously reflect the size and contrast of the underlying microcalcification.

Identification of masses is known to be more difficult than the detection of micro-
calcifications. Masses are of especial interest as one of the most important early signs
of malignant lesions. They may be quite subtle, and may have smooth boundaries and
different shapes. The recognition of masses can be facilitated by means of “contour lines”
produced by local statistical model. The tendency of local statistical models to create
contour lines relates to an artefact having a simple theoretical reason. The log-likelihood
values log P (x) are typically “dominated” by a single component of the mixture, which
is most adequate to the underlying region. A detailed numerical observation shows that
the “switching” of dominating mixture components is responsible for the arising dark
contour lines at the boundaries of regions having different textural properties. As the
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human eye is known to be less sensitive to continuously changing contrast, the contour
lines can be useful to identify the shapes of potential masses which are rather relevant
from the diagnostic point of view.

In our experiments, we have used the full-field (two-view) digitized mammograms from
the DDSM database of the University of South Florida [1], which have been obtained by
scanning screen-film images. For the sake of model estimation, the digitized mammograms
have been sub-sampled to the pixel size of about 0.1 mm. In order to facilitate the
comparison of different experiments we have used a fixed square window of 13x13 pixels
with trimmed corners. The corresponding dimension of data vectors was N=145 (=169-
4x6), the number of components was M = 36 in all experiments. The mixture model has
been estimated by means of EM algorithm from a data set obtained by scanning the four-
view mammogram with the search window (|S| ≈ 105 − 106). The mixture parameters
have been initialized randomly (cf. [10] for details), the EM iterations have been stopped
by a relative increment threshold, the resulting computing time was about 2 hours.

The differences between the original and structural mixture model are illustrated by
two mammograms. Fig.2 shows the medio-lateral oblique views from the screening mam-
mograms B-3020-1 and C-0143-1 from the DDSM database. Figs. 3 and 4 illustrate the
differences between the original and modified log-likelihood images for both mammograms
respectively.

6 Conclusion

We propose a structural modification of a recently proposed method of diagnostic en-
hancement of screening mammograms. By using structural mixture model we can exclude
the less informative noisy variables in the components and, as it can be seen at Figs. 3
and 4, we obtain more subtle contour lines. In comparison with the original log-likelihood
image the modified image shows finer structural details and additional contour lines. Si-
multaneously, without increasing the computational complexity, we could increase the
window size to capture larger details of the mammogram.

By considering the log-likelihood image as a final result we resign completely on any
diagnostic decision-making. It is obvious that the local statistical model provides well
justified and easily available information to perform e.g. segmentation of mammograms
or to choose regions of interest containing suspect locations. However, we have found in
many experiments that the log-likelihood image as information source is clearly preferable
to any type of unique decision since it is easily interpretable, exactly correlates with the
structural details of the original image and, unlike prompts or segmentation maps, does
not suppress the related descriptive information.
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Figure 2: Original images (medio-lateral-oblique views) of the mammogram B-3020-1
(top) and C-0143-1 (bottom) from the DDSM database [1] with highlighted malignant
masses.
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Figure 3: The log-likelihood image of the original mammogram B-3020-1 (top) in the same
resolution. The grey levels are defined by the respective log-likelihood values log P (x) and
the malignant mass is partly emphasized by contour lines. The “structural” log-likelihood
image (bottom) contains finer details and additional contour lines.
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Figure 4: The log-likelihood image of the original mammogram C-0143-1 (top) in the
same resolution. The “structural” log-likelihood image (bottom) contains finer details
and additional contour lines.


